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Ordinary least squares for a single mean

If µ is unknown and xi , . . . , xn are data, we 
an estimate µ by �nding

min
µ

n∑

i=1

(xi − µ)2

In this 
ase the resulting estimate is simply

µ = x

and 
an easily be derived by setting the derivative to zero.
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Maximum likelihood estimation

If (Y
1

, . . . ,Yn)
′
is a random ve
tor from a density fθ where θ is an unknown

parameter, and y is a ve
tor of observations then we de�ne the likelihood

fun
tion to be

L
y

(θ) = fθ(y).
If, x

1

, . . . , xn are assumed to 
ome from independent normal distributions with a mean of µ

and varian
e of σ2, then the joint density is

f (x
1

) · f (x
2

) · . . . · f (xn) =
1

(2π)n/2σn
e
−

1

2σ
2

∑
n

i=1(xi−µ)2

and if we assume σ2 is known then the likelihood fun
tion is

L(µ) =
1

(2π)n/2σn
e
−

1

2σ
2

∑
n

i=1(xi−µ)2
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Ordinary least squares

Consider the regression problem where we �t

a line through (xi , yi) pairs with x
1

, . . . , xn
�xed numbers but where yi is measured with

error.
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Figure: Regression line through data

pairs.
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Random variables and out
omes
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Estimators and estimates

In OLS regression, note that the values of a

and b

a = y − bx

b =

∑
n

i=1

(xi − x)(yi − y)∑
n

i=1

(xi − x)2

are out
omes of random variables e.g. b is

the out
ome of

β̂ =

∑
n

i=1

(xi − x)(Yi − Y )∑
n

i=1

(xi − x)2

the estimator whi
h has some distribution.
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Figure: Shows an example of the

distribution of the estimator β̂
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