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Transformations of random variables

Re
all that if X is a ve
tor of 
ontinuous random variables with a joint

probability density fun
tion and if Y = h(X ) su
h that h is a 1-1 fun
tion

and 
ontinuously di�erentiable with inverse g so X = g(Y ), then the

density of Y is given by

fY (y) = f (g(y))|J|
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The multivariate normal distribution
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Univariate normal transforms

The general univariate normal distribution with density

fY (y) =
1√
2πσ

e
−

(y−µ)2

2σ2

is a spe
ial 
ase of the multivariate version.
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Transforms to lower dimensions

If Y ∼ n (µ,Σ) is a random ve
tor of length n and A is an m × n matrix

of rank m ≤ n, then AY ∼ n(Aµ,AΣA′).
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The OLS estimator

Suppose Y ∼ n(Xβ, σ2I ). The ordinary least squares estimator, when the

n × p matrix is of full rank, p, where p ≤ n, is:

β̂ = (X ′X )−1X ′Y

The random variable whi
h des
ribes the pro
ess giving the data and es-

timate is:

b = (X ′X )−1X ′Y

It follows that

β̂ ∼ n(β, σ2(X ′X )−1)
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