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Simple linear regression

Introdution

The following setion give a review of:

Satter plots

Correlation

Simple linear regression - SLR
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Simple linear regression

Satter plot

Satter plot

Satter plots are used to investigate the

relationship between two numerial

variables.

The value of one variable is on the y-axis

(vertial) and the other on the x-axis

(horizontal).

When one of the variable is an explanatory

variable and the other one is a response

variable, the response variable is always on

the y-axis and the explanatory variable on

the x-axis.

Response variables and explanatory

variables

For every subjet, the value of an

explanatory variable will in�uene what

value the response variable reeives.
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Example - beer and alohol level An experiment has been onduted to investigate the

relationship between alohol levels in blood and the number of beers onsumed. 16 students

took part in the experiment, the data an be seen below.

Student Number Alohol Student Number Alohol

beers in blood level beers in blood

1 5 0.100 9 8 0.120

2 2 0.030 10 3 0.040

3 9 0.190 11 5 0.060

4 7 0.095 12 5 0.050

5 3 0.070 13 6 0.100

6 3 0.020 14 7 0.090

7 4 0.070 15 1 0.010

8 5 0.085 16 4 0.050

We will use this data throughout this leture.

We an get the data into R by writing

beers<-(5,2,9,7,3,3,4,5,8,3,5,5,6,7,1,4)

alohol<-(0.1,0.03,0.19,0.095,0.07,0.02,0.07,0.085,0.12,0.04,0.06,0.05,0.1,0.09,0.01,0.05)

To plot the data we use

plot(beers,alohol,ph=16,ol=1,ex=0.8,axes=F,xlim=(0,10),ylim=(0,0.2),

xaxs='i',yaxs='i',xlab='',ylab='',ex.lab=1.3) # see help(par)

axis(1,ex.axis=1.3)

axis(2,ex.axis=1.3)

mtext('Number of beers',1,ex=1.3,2.5)

mtext('Alohol level',2,ex=1.3,2.5)

text(3.5,0.12,'(5 , 0.10)',ex=1.3,ol="grey")

arrows(3.7,0.113,4.9,0.102,length=0.17,lwd=1.3,ol="grey")

lines((5,5),(0,0.1),lty=2,ol="grey")

lines((0,5),(0.1,0.1),lty=2,ol="grey")
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Simple linear regression

The straight line

The equation of a straight line

The equation of a straight line desribes a

linear relationship between two variables, x

and y . The equation is written

y = β
0

+ β
1

x

where β
0

is the interept of the line on the

y-axis and β
1

is the slope of the line.
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β1: slope

β0: intercept

Linear relationship

We say that the relationship between two variables is

linear if the equation of a straight line an be used to

predit whih value the response variable will take

based on the value of the explanatory variable.

There an be all sorts of relationship between two vari-

ables. For example, the relationship an be desribed

with a parabola, an exponential funtion and so on.

Those relationship are referred to as nonlinear and are

not overed in this leture.

Linear relationship Linear relationship

Nonlinear relationship Nonlinear relationship
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Correlation oe�ient

Sample oe�ient of orrelation

Assume that we have n measurements on two variables x and y .

Denote the mean and the standard deviation of the variable x with x̄ and

s

x

and the mean and the standard deviation of the y variable with ȳ and

s

y

.

The sample oe�ient of orrelation is

r =
1

n − 1

n

∑

i=1

(

x

i

− x̄

s

x

)(

y

i

− ȳ

s

y

)

.

Warning: The orrelation only estimates the strength of a linear rela-

tionship!
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The magnitude and diretion of a linear relationship

The diretion of a linear relationship

The sign of the orrelation oe�ients

determines the diretion of a linear

relationship. It is either positive or

negative.

If the orrelation oe�ient of two

variables is positive, we say that their

orrelation is positive.

If the orrelation oe�ient of two

variables is negative, we say that their

orrelation is negative.

The magnitude of a linear relationship

The absolute value of a orrelation

oe�ient desribes the magnitude of the

linear relationship between the variables.

It tells us how well we an predit the value

of the response variable from the value of

the explanatory variable.

ERROR: Unknown sript MIME type text/x-tex

Traebak (most reent all last):

File "/home/plone/mobile-tutorweb/sr/tutorweb.ontent/tutorweb/ontent/transforms/sript_to_html.py", line 179, in onvert

raise ValueError("Unknown sript MIME type %s" % kwargs['mimetype'℄)

ValueError: Unknown sript MIME type text/x-tex
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Correlation and ausation

Causation is when hanges in one variable ause hanges in the

other variable.

There is often strong orrelation between two variables although

there is no ausal relationship.

In many ases, the variables are both in�uened by the third variable

whih is then a lurking variable.

Therefore, high orrelation on its own is never enough to laim that

there is a ausal relationship between two variables.
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Informal regression

Input: Have data as (x , y)-pairs

Supose a satterplot indiates a linear relationship

Loosely: Want to "�t a line" through the data

Next: Evaluate the �t
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Formal regression

Consider �xed numbers, x

i

Random variables: Y

i

∼ n(β
0

+ β
1

x

i

, σ2)
or: Y

i

= β
0

+ β
1

x

i

+ ǫ
i

ǫ
i

∼ n(0, σ2) independent and identially

distributed (i.i.d.)

The data:

y

i

= β
0

+ β
1

x

i

+ e

i
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The linear regression model

The linear regression model

The simple linear regression model is

written

Y = β
0

+ β
1

x + ε

when β
0

and β
1

are unknown parameters

and ε is a normally distributed random

variable with mean 0.

The aim of the simple linear regression is

�rst and foremost to estimate the param-

eters β
0

and β
1

with the measurements of

the two variables, x and Y .

The most ommon estimation method is

through least squares.
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Figure : Many lines, but whih one

is the best?
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The least squares method

Least squares estimation tehnique mini-

mizes:

S =
∑

(y
i

− (β
0

+ β
1

x

i

))2

Maximum likelihood estimation assumes

a probability distribution for the data and

maximizes the orresponding likelihood fun-

tion.

In the ase of normal distributions the two

methods results in the same estimates - we

will use least squares.
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The least squares regression line

Denote the mean and standard deviation of the x variable with x̄ and

s

x

and the y variable with ȳ and s

y

and their orrelation oe�ient with r .

Let b

0

denote the estimate of β
0

and b

1

denote the estimate of β
1

. Then

b

0

and b

1

are given with the equation

b

1

=

∑

(x − x̄)(y − ȳ)
∑

(x − x̄)2
= r

s

y

s

x

and

b

0

= ȳ − b

1

x̄ .

These are the least squares estimates of the oe�ient of a regression line

through the data points (x , y).
Remember: It is assumed that the only errors are in the y -measurements.

Example - using the �rst expression for b

1

: Suppose we have a few measurements, (x , y),
to be used in a regression analysis.

x y x − x̄ (x − x̄)2 (y − ȳ) (y − ȳ)2 (x − x̄)(y − ȳ) ŷ y − y y y

2

1 1.0 -2 4 -5 25 10 2.6 0.36

2 5 -1 1 -1 1 1 3.8 1.44

3 6 0 0 0 0 0 6.0 0

4 7 1 1 1 1 1 8.2 1.44

5 11 2 4 5 25 10 10.4 0.3

15 30 0 10 0 52 22 3.60

x 3 y 6

b

1

x x y y

x x

2

22

10

2 2

b

0

y b

1

x 6 2 2 3 0 6

Every student should do this at least one by hand!
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SLR in R

It is easy to perform linear regression in R using the lm() funtion. For

simple linear regression the syntax is

fit <- lm(x ... y, data=nameofdataset)

The results an then be looked at using the summary() funtion

summary(fit)

Typial omplete interative R session:

> beers<-(5,2,9,7,3,3,4,5,8,3,5,5,6,7,1,4)

> alohol<-(0.1,0.03,0.19,0.095,0.07,0.02,0.07,0.085,0.12,0.04,0.06,0.05,0.1,0.09,0.01,0.05)

>

> fit<-lm(alohol~beers)

> summary(fit)

Call:

lm(formula = alohol ~ beers)

Residuals:

Min 1Q Median 3Q Max

-0.027118 -0.017350 0.001773 0.008623 0.041027

Coeffiients:

Estimate Std. Error t value Pr(>|t|)

(Interept) -0.012701 0.012638 -1.005 0.332

beers 0.017964 0.002402 7.480 2.97e-06 ***

---

Signif. odes: 0 `***' 0.001 `**' 0.01 `*' 0.05 `.' 0.1 ` ' 1

Residual standard error: 0.02044 on 14 degrees of freedom

Multiple R-squared: 0.7998, Adjusted R-squared: 0.7855

F-statisti: 55.94 on 1 and 14 DF, p-value: 2.969e-06

>
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Simple linear regression

Predition

We often want to use our regression model to predit the outome of our

response variable for some value(s) of the explanatory variable.

Predition

We an predit the value of Y for some value of x using

ŷ = b

0

+ b

1

· x
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Simple linear regression

Interpolation

Interpolation

If the regression model is used to predit a value of Y for some value of

x whih is similar to the x-values that were used to estimate the model is

referred to as interpolating.
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Simple linear regression

Extrapolation

Extrapolation

Extrapolating is using the regression model to predit a value of Y for

some value of x whih is far from the x-values that were used to

estimate the model.

It an be very questionable to extrapolate!

Gunnar Stefansson Simple linear regression July 18, 2019 16 / 20



Simple linear regression

On expeted values and varianes

Expeted value:

E [Y ] =

∫

yf (y)dy

Variane:

V [Y ] = E

[

(Y − µ)2
]

.

In the regression model:

V [Y ] = E

[

(Y − (β
0

+ β
1

x))2
]

.
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Estimating dispersion

A point estimate of σ2, the variane of the y -measurements, is obtained

with

s

2 =

∑

i

(y
i

− (b
0

+ b

1

x

i

))2

n − 2

The predited value of y at a given x is often denoted by ŷ = b

0

+ b

1

x

and therefore

s

2 =

∑

i

(y
i

− ŷ

i

)2

n − 2

Commonly σ̂2 is used in plae of s

2

, but that is not strily orret.

Example R summary whih gives the variane estimate

(simulated data):

> x<-1:10

> alpha<-2

> beta<-3

> sigma<-2

> y<-alpha+beta*x+rnorm(10)*sigma

> plot(x,y)

> fm<-lm(y~x)

> abline(fm)

> summary(fm)

10
15

20
25

30
35

Example with simulated data, true sigma=2

y
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Correlation and explained variation

Reall the the orrelation oe��ient r is always between −1 and 1.

Write SSE =
∑

(y−ŷ )2 (sum of squared errors, i.e. error after regression),

and SSTOT =
∑

(y − ȳ)2 (total sum of squares, i.e. before regression)

The explained variation

The explained variation, often alled the oe�ient of determination, is

alulated with

R

2 = 1−

SSE

SSTOT

Note:

R

2 = 1−

∑

(y − ŷ)2
∑

(y − ȳ)2
= . . . = r

2
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Interpreting pakage output

Mathematial model:

y = β
0

+ β
1

x + e

R de�nition:

y ∼ x

lm(y~x)

Storing the output

fit<-lm(y~x).

Figure : Example output from a

simple linear model �t of the form

y=a+bx. Items (1)-(2) are the

estimates of a and b respetively.

The estimate of the standard error

of b is given by (3). The P-value for

testing whether the true

(underlying) value of b is zero is in

(4). Items (5)-(7) give the MSE,

R-squared and P-value for the entire

model, respetively.

A sequene:

fm<-lm(y~x) # Fitting the model

summary(fm) # Traditional summary

drop1(fm) # Effet of dropping eah variable

anova(fm1,fm2) # Compare two model fits

betahat<-oef(fm) # Coeffiients

yhat<-fitted(fm) # The fitted values

ehat<-resid(fm) # Residuals
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