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Introdution

Evaluate model assumption: Y

i

∼
n(α+ βx

i

, σ2), independent.
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Figure: Simulated data

Start with diagnostis for p = 2.

See in�uene.measures in R.
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Residuals

The �rst step in most diagnosti analyses is to ompute the residuals
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Figure: Residuals vs independent variable. No errors in model assumptions.
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Verifying the distribution

Kolmogorov-Smirnov: Compares

data to a theoretial distribution

F

n

(x) :=
1

n

n∑

i=1

I[x
i

,∞)(x) for x ∈ R

H

0

: P [X
i

≤ x ] = F (x) for x ∈ R.

The statisti:

D := sup

x

|F
n

(x) − F (x)|.
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Constany of variane

If the variane is onstant, then e

2

should not show a trend in any inde-

pendent variable.

Simple test: Regress e

2

on x and test

in usual manner.

Slightly more advaned: Breush-

Pagan test takes properties of e

2

into

aount.
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Figure: Base model with orret assumptions:

e vs x .
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Figure: Example with inreasing variane with x, (a) residuals, e, vs x, (b) e

2

vs x
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Verifying linearity

Basi:

Plot residuals against x-variable

Look for pattern

Later:

Test for autoorrelation

Multiple regression: Add a

quadrati term

Lak-of-�t tests (replae x by a

fator)
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Figure: Residuals vs independent variable.

Error in linearity assumption.
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Tests are approximate

Testing for normality et is only approximate

Most of the tests used for diagnostis are only approximate.

The Kolmogorov-Smirnov test is derived under the assumption that the distribution is fully

spei�ed under the null hypothesis. However, the residuals in OLS are omputed after �tting

a model and hene they are not independent.

Similarly when plotting e

2

against x .

Note that exat tests exist, but these simple approximate tests are often adequate.
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