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More on real-valued fun
tions of two variables

Real fun
tions of more than one variable
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Figure : The fun
tion sin(x2 + y

2)/(x2 + y

2).

Typi
al:

f : R2

→ R f (x , y) = x

2 + y

2

g : R3

→ R g(x , y , z) = xyz

h : Rn

→ R . . .Gunnar Stefansson More on real-valued fun
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Partial di�erentiation

In prin
iple, just di�erentiate with respe
t to one variable at a time. Write

∂f (x , y)

∂x

∂f (x , y)

∂y

To be di�erentiable, these partial derivatives need to satisfy 
riteria...if the partial derivatives

are 
ontinuous, then the fun
tion is di�erentiable.
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The gradient

If f : Rn

→ R, then we de�ne the gradient of f as the ve
tor

∇f (x) =
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Example: Consider the fun
tion f (x , y) = x

4 + x

2(1 − 2y) + y

2

− 4x + 4. The gradient of

this fun
tion at a general point (x , y) is

∇f (x) =

[

∂f (x,y)
∂x

1

∂f (x,y)
∂x

2

]

=

[

4x

3 + 2x(1− 2y)− 4

2y − 2x

2

]

Hen
e e.g. at (x , y) = (0, 1) we 
an 
al
ulate the gradient at this parti
ular point as

∇f (x) =

[

−4

2

]

and we 
an identify any potential maxima or minima as the points where ∇f = 0, i.e. where

both 0 = ∂f
∂x

= 4x

3 + 2x(1 − 2y) − 4 and 0 = ∂f
∂x

= 2y − 2x

2

. For this to o

ur we need

y = x

2

and also 0 = 4x

3 + 2x(1− 2x

2)− 4 = 2x − 4 ⇒ x = 2 and therefore y = 4.

Gunnar Stefansson More on real-valued fun
tions of two variables November 12, 2015 4 / 6



More on real-valued fun
tions of two variables

Higher order derivatives

If the fun
tions are di�erentiable in the 
oordinates then we 
an keep on di�erentiating to get

mixed derivatives...

Example: For a fun
tion of only two variables we 
an 
ompute

∂2f

∂x2
=

∂

∂x

(

∂f

∂x

)

and

∂2f

∂x∂y
=

∂

∂x

(

∂f

∂y

)

Example: Consider the fun
tion ...
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The Hessian matrix

The Hessian matrix is the matrix of all 
ombinations of se
ond-order derivatives, for example:

H =





∂2f (x,y)
∂x2

∂2f (x,y)
∂y∂x

∂2f (x,y)
∂x∂y

∂2f (x,y)
∂y2





Example: Consider the fun
tion f (x , y) = x

4 + x

2(1 − 2y) + y

2

− 4x + 4. The gradient of

this fun
tion at a general point (x , y) is

∇f (x) =

[

∂f (x,y)
∂x

1

∂f (x,y)
∂x

2

]

=

[

4x

3 + 2x(1− 2y)− 4

2y − 2x

2

]

Hen
e e.g. at (x , y) = (0, 1) we 
an 
al
ulate the gradient at this parti
ular point as

∇f (x) =

[

−4

2

]

and the Hessian is

H =





∂2f (x,y)
∂x2

∂2f (x,y)
∂y∂x

∂2f (x,y)
x y

∂2f (x,y)
y

2



 =

[

12x

2 + 2(1 − 2y) −4x

−4x 2

]

so e.g. at the point x y 0 1 the value of the Hessian is ...
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