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Maxima and minima of real-valued fun
tions of two variables

Un
onstrained lo
al optimization

Lo
al extrema must satisfy

∇f (x , y) = 0

(if the derivatives exist everywhere)
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Maxima and minima of real-valued fun
tions of two variables

Classi�
ation of extrema

If ∇f (x
0

, y
0

) = 0, H the Hessian with eigen-

values λ
1

> λ
2

.

λ
1

> λ
2

> 0: lo
al minimum

⇐ det(H) > 0, tr(H) > 0

0 > λ
1

> λ
2

: lo
al maximum

⇐ det(H) > 0, tr(H) < 0

λ
1

> 0 > λ
2

: saddle point

⇐ det(H) < 0
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Figure : The fun
tion

f (x , y) = x

2

− y

2

.

λ, is an eigenvalue a matrix A if there is a non-zero x

su
h that Ax = λx.

Eigenvalues 
an be found by solving the 
hara
teristi


equation: det A I 0
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Constrained optimization

To maximize f (x) with respe
t to g(x) = 0, where both are real-valued,

set up the Lagrange fun
tion

L(x, λ) = f (x) + λg(x)

and solve

∂L

∂x
i

= 0, i = 1, . . . , n

along with g(x) = 0.

This will (under 
ertain regularity 
onditions) give the extrema of f with

respe
t to g = 0.

Example: Consider the optimization problem to minimize f (x , y) = x

2 + y

2

subje
t to

g(x , y) = x + y − 1 = 0.

Here the Lagrangian is

L(x , y , λ) = x

2 + y

2 + λ(x + y − 1)

and hen
e

0 = ∂L

∂x
= 2x + λ ⇒ λ = −2x

0 = ∂L

∂y
= 2y + λ ⇒ λ = −2y

from whi
h it follows that the extremum must satisfy x y . Sin
e we also have x y 1,

the only potential lo
al minimumis x y

1

2
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Classi�
ation of 
onstrained extrema

Write L(x, λ) = f (x) + λg(x) and suppose x

∗
is a potential extremum

with 0 = ∇
x

∗
L = ∇f (x∗) + λ∗

∇g(x∗) and g(x∗ = 0.

Further, de�ne the Hessian of L, with respe
t to x as

H = ∇
2

x

∗L = ∇
2

f (x∗) + λ∗
∇

2

g(x∗)

If eigenvalues of H are all positive, then x

∗
is a lo
al minimum.

Example: For f (x , y) = x

2 + y

2

and g(x , y) = x + y − 1 we have L(x , y , λ) = x

2 + y

2 +
λ(x + y − 1), ∇

x

L = (2x + λ, 2y + λ)′ and thus

∇
2

x

L =

[

2 0

0 2

]

whi
h has both eigenvalues equal to two and therefore both positive.
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