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Traking the sign of the derivative

If f is a funtion, then the sign of its derivative, f ′, indiates whether f is

inreasing (f ′ > 0), dereasing (f ′ < 0), or zero. f ′ an be zero at points

where f has a maximum, minimum, or a saddle point.
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Desribing extrema using f
′′
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0

) = 0 orresponds to a maximum if f ′′(x
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) < 0
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0
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0

) > 0
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The likelihood funtion

If p is the probability mass funtion (p.m.f.):

p(x) = P [X = x ]

then the joint probability of obtaining a sequene of outomes from inde-

pendent sampling is

p(x
1

) · p(x
2

) · p(x
3

) . . . p(xn)

Suppose eah probability inludes some parameter θ, this is written,

pθ(x1), . . . pθ(xn)

If the experiment gives x
1

, x
2

. . . , xn we an write the probability as a

funtion of the parameters:

L
x

(θ) = pθ(x1), . . . pθ(xn).

This is the likelihood funtion.
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Plotting the likelihood

missing slide � want to give a numeri example and plot L
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Maximum likelihood estimation

If L is a likelihood funtion for a p.m.f. pθ, then the value θ̂ whih gives

the maximum of L:

L(θ̂) = max
θ

(Lθ)

is the maximum likelihood estimator (MLE) of θ

Gunnar Stefansson (editor) with ontributions from very many studentsAppliations of di�erentiation Marh 7, 2022 6 / 7



Appliations of di�erentiation

Least squares estimation

Least squares: Estimate the parameters θ by minimizing

n∑

i=1

(yi − gi (θ))
2
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