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Statistis

Statisti

A statisti is a number that is alulated by some method from our data.

We look at our measurements as random variables beause the

outome an hange eah time the experiment is repeated.

Statistis are alulated from our measurements.

If the outomes hange, the statistis an also hange!

That means that statistis are in fat random variables!
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Sampling distribution

Sampling distribution

Every statisti is a random variable and has therefore some probability

distribution. That distribution is alled the sampling distribution of the

statisti.

The sampling distribution depends on

The probability distribution of the measurements that the

statisti is alulated for.

The number of measurements.

When ertain riteria are ful�lled the sampling distribution of some statis-

tis follow ertain known types. Statistial inferene normally relies on

that fat.
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Example

Let X

1

and X

2

be random variables that desribe the outome when a

die is thrown.

Below are shown all possible outomes of the statisti X

1

+ X

2

.

(6,1)

(5,1) (5,2) (6,2)

(4,1) (4,2) (4,3) (5,3) (6,3)

(3,1) (3,2) (3,3) (3,4) (4,4) (5,4) (6,4)

(2,1) (2,2) (2,3) (2,4) (2,5) (3,5) (4,5) (5,5) (6,5)

(1,1) (1,2) (1,3) (1,4) (1,5) (1,6) (2,6) (3,6) (4,6) (5,6) (6,6)

2 3 4 5 6 7 8 9 10 11 12
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Example
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Figure: Simulation of 10000 throws of two die.
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Expeted value of the sum of two random variables

Formulas for the expeted value of random variables

If X and Y are two random variables, then

E [X + Y ] = E [X ] + E [Y ]

E [X − Y ] = E [X ]− E [Y ]
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Variane of the sum of two random variables

Formulas for the variane of random variables

If X and Y are two independent random variables then

Var [X + Y ] = Var [X ] + Var [Y ]

Var [X − Y ] = Var [X ] + Var [Y ]
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Expeted value and variane of the mean

Expeted value and variane of the mean

If X

1

, . . . ,X
n

are independent and identially distributed random

variables with expeted value E [X
i

] = µ and variane Var [X
i

] = σ2

, then

the following holds for the mean of them, denoted X̄ :

E [X̄ ] = µ

Var [X̄ ] =
σ2

n
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Standard error

Standard error

If X̄ is the mean of X

1

, . . . ,X
n

, independent and identially distributed

random variables with variane Var [X
i

] = σ2

, then their standard error

is

σ/
√
n

It is the standard deviation of the mean of the measurements.
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The probability distribution of the mean of normally

distributed random variables

The probability distribution of the mean of normally distributed random

variables

If X

1

, . . . ,X
n

are normally distributed random variables with mean µ and

variane σ2

, then X̄ follows also a normal distribution, with mean µ and

variane σ2/n.

That is if X

i

∼ N(µ, σ2) then X̄ ∼ N(µ, σ2/n).
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Central limit theorem

Central limit theorem

If X

1

, . . . ,X
n

are independent and identially distributed variables then X̄

follows normal distribution with mean µ and variane σ2/n

X̄ ∼ N(µ, σ2/n)

if n is large enaugh.

Notie that we do not need to know the probability distribution of the

measurements!
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Central limit theorem
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Figure: The sampling distribution of a mean when the random variables follow a very skewed

distribution.
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Central limit theorem
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Figure: The sampling distribution of a mean when the random variables follow a slightly

skewed distribution.
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Estimators and test statistis

There are two groups of important statistis.

Estimators estimate the parameters of the probability distribution

that the random variables follow.

Example: Estimator that estimatesµ when the measurements are

normally distribution.

Example: Estimator that estimates p when the measurements are

binomially distributed.

Test statistis allow us to make statistial inferene.

Example: Test statisti that allows us to infer whether the variane

of two population is the same.

Example: Test statisti that allows us to infer whether the mean of

a population di�ers from 20.
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