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Estimators

Estimator

An estimator is a statisti
 that estimates parameters of probability

distributions.

Estimators for parameters of normal distribution, Poisson

distribution and binomial distribution.

µ, σ, λ and p.

The out
ome of the estimators are 
alled estimates

They are denoted with µ̂, σ̂, λ̂ and p̂.
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Estimator for the mean of a random variable

Metill á meðaltal slembistærðar

The estimator used for the mean of a random variable is

X̄ =
n∑

i=1

X

i

n

where n is the total number of measurements.

Anna Helga Jónsdóttir Sigrún Helga Lund () Statisti
al inferen
e De
ember 13, 2012 3 / 1



Estimator for the varian
e of a random variable

Estimator for the varian
e of a random variable

The estimator used for the varian
e of a random variable is

S

2 =
n∑

i=1

(X
i

− X̄ )2

n − 1

where X̄ is the estimator for the mean of the measurements and n is the

total number of measurements. mælinga.
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Estimator for the ratio of a random variable

Estimator for the ratio of a random variable

The estimator used for the ratio of a random variable is

P =
X

n

where X is the number of su

essful 
on�den
e intervals and n is the

total number of 
on�den
e intervals.
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Con�den
e level

Usually there is no probability that our estimate is exa
tly the true value

of the parameter.

Con�den
e intervals

1 - α 
on�den
e interval is a numeri
al interval that 
ontains the true

value with the 
on�den
e level 1 - α.

Con�den
e level

Con�den
e level is the ratio of 
ases when the 
on�den
e interval


ontains the true value of the parameter, when the experiment is

repeated very often.
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Con�den
e limits

Con�den
e limits

Con�den
e limits are the endpoints of the 
on�den
e interval. The

upper 
on�den
e limit is the upper endpoint of the interval (the highest

value in the interval), but the lower 
on�den
e limit is the lower endpoint

(the smallest value in the interval).

Type I error

Type I error denoted α, is the ratio of 
ases where the 
on�den
e

interval 
ontains the true value of the parameter, if the experiment is

repeated very often.
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The ideology behind hypothesis tests

The ideology behind hypothesis tests

A hypothesis is found that des
ribes what we want to demonstrate and

another that des
ribes a neutral 
ase.

A statisti
 is found that has a known probability distribution in the

neutral 
ase. This statisti
 is our test statisti
.

It is de�ned what values of the test statisti
 are "improbable" a

ording

to the probability distribution in the neutral 
ase.

If the retrieved estimate 
lassi�es as "improbable" the hypothesis for the

neutral stage is reje
ted and the hypothesis we want to demonstrate is


laimed.

If the estimate is not "improbable" no 
laims are made.
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Hypothesis

Null hypothesis

Null hypothesis is a hypothesis that 
an be reje
ted with observed data.

It 
an never we be 
laimed. It is usually denoted with H

0

.

Alternative hypothesis

Alternative hypothesis is the hypothesis we wish 
on�rm with the

experiment. It 
an only be 
laimed but not reje
ted. It is either denoted

with H

1

or H

a

.
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Dire
tions of hypothesis tests

Two-sided tests

If the data allows, a two-sided test 
laims that one or more parameters

of the population or populations are not equal to ea
h other or a 
ertain

value.

One-sided tests

There are two types of one-sided tests:

Those who 
laim that one parameter of the probability distribution is

larger then another parameter or a 
ertain value, if the measurements

allow.

Those who 
laim that one parameter of the probability distribution is

smaler then another parameter or a 
ertain value, if the measurements

allow.
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Test statisti
s

Test statisti


A test statisti
 is a statisti
 that 
an be used to reje
t a null hypothesis

if the measurements allow.

Null hypothesis reje
ted

A null hypothesis is reje
ted if the test statisti
 re
eives a improbable

value 
ompared to the probability distribution it should have if the null

hypothesis would be true.
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Reje
tion areas and α-levels

α-level

The α level of a hypothesis test is the highest a

eptable probability

that we re
eive an improbable value when the null hypothesis is true.

Reje
tion areas of hypothesis tests

Reje
tion areas of hypothesis tests are the intervals that 
ontain all of

the improbable values and only those values.

If the test statisti
s falls within the reje
tion interval of the hypothesis

test, we reje
t the null hypothesis.

If it does not fall within the reje
tion interval of the hypothesis test, we

make no 
laims
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Reje
tion areas and α-levels

α 2α 2

Rejection area of a two sided test

Figure: Reje
tion areas of two-sided tests
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Reje
tion areas and α-levels

α

Rejection area of a < test

α

Rejection area of a > test
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Reje
tion areas and α-levels

The probability that a test statisti
 falls within the reje
tion are when the

null hypothesis is true is exa
tly the α-level of the hypothesis test.

In order to de�ne reje
tion ares one needs to de
ide:

What is the dire
tion of the test? (one- or two-sided test)

What is an a

eptable α-level for the test.

Anna Helga Jónsdóttir Sigrún Helga Lund () Statisti
al inferen
e De
ember 13, 2012 15 / 1



p-values

p-values

A p-value is the probability of re
eiving as improbable value or an value

even more improbable as the one re
eived with the measurements if the

null hypothesis is true. The H

0

shall be reje
ted if the p-value is less then

α. If the p-value is greater then α the null hypothesis 
annot be reje
ted.

Power

The power of a hypothesis test is the probability of reje
ting a null

hypothesis that is not true. It is denoted with 1− β.
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Errors of type I and II

Type I error

Type I error is the error of reje
ting a null hypothesis that was true.

The probability of a type I error is the α-level of the hypothesis test.

Type II error

Type II error is the error of not reje
ting a null hypothesis that was not

true. The probability of a type II error is β, where 1− β is the power of

the hypothesis test.

H

0

is true H

0

is false

Reje
t H

0

Type I error Right de
ision

Probability: α Probability: 1− β

Not reje
t H

0

Right de
ision Type II error

Probability: 1-α Probability: β
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Not reje
ting a null hypothesis

There 
an be various reasons behind one not reje
ting a null hypothesis:

The number of measurements was to small and therefore the

hypothesis test had little power.

The null hypothesis is true.

Our model does not �t the measurements - the assumptions we

made about the measurements do not hold.

We may never 
laim whi
h one of the following 
ases was the reason!

But we may make arguments for one reason being the most plausible.
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Condu
ting hypothesis tests

Condu
ting hypothesis tests

1 De
ide whi
h hypothesis test is appropriate for our

measurements.

2 De
ide the α-level.

3 Propose a null hypothesis and de
ide the dire
tion of the

test (one- or two-sided).

4 Cal
ulate the test statisti
 for the hypothesis test.

5a See whether the test statisti
 falls within the reje
tion

interval.

5b Look at the p-value of the test statisti
.

6 Draw 
on
lusions.
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The relationship between 
on�den
e intervals and

hypothesis tests

If the α-level is the same for both the 
on�den
e interval and the hypoth-

esis test, the following are equivalent:

We reje
t the null hypothesis that a parti
ular statisti
 has a


ertain value.

The 
on�den
e interval 
al
ulated does not 
ontain that value.

Example

If we 
ondu
t an hypothesis test with the α-level 5% and 
al
ulate a

95% 
on�den
e interval:

We reje
t the null hypothesis that the statisti
 is equal to the

number 1 if the number 1 is not within the 
on�den
e interval.

The number 1 is not within the 
on�den
e interval if we reje
t the

null hypothesis that the statisti
 is equal to the number 1.
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