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BakgroundThis leture gives an overview of simple linear regression (SLR) atan advaned levelSee other tutorials for more detailThis tutorial will eventually beome less theoretial (more applied)Typial SLR overview, as an intro to mulreg:Week 1: Introdution; R; t-tests; P-values; SLR; matries in passingWeek 2: Data sets and �les; ase study intro, reading into R; SLR in R; simple satter plotswith regression line; interpreting r and R2.Week 3: Case study data sets: plots
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Informal regression
Have data as (x,y)-pairsSatterplot indiates relationshipWant to ��t a line� through the dataEvaluate the �t
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Formal regression
Fixed numbers, xiRandom variables: Yi ∼ n(α +
βxi , σ2)or: Yi = α + βxi + ǫi
ǫi ∼ n(0, σ2) independent and iden-tially distributed (i.i.d.)The data:yi = α + βxi + ei 0 1 2 3 4 5
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Estimation methods
Least squares estimation tehnique minimizes: S =

∑
(yi − (α + βxi ))2Maximum likelihood assumes a probability distribution for the data andmaximizes the orresponding likelihood funtion.
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The point estimates of a and b
a = ȳ − bx̄b =

∑
(x − x̄)(y − ȳ )
∑

(x − x̄)2These are the least squares estimates of the oe�ient of a regression linethrough the data points (x , y).It is impliitly assumed that the only errors are in the y -measurements.
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The estimator and the estimate
The number b should be viewed as the outome of the random variable,

β̂ =

∑
(x − x̄)Y

∑
(x − x̄)2(note the rewrite from earlier formula b).i.e. β̂ is a linear ombination of Y1, . . . ,Yn, ommonly assumed to benormally distributed.
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Assumptions
Common assumption: GaussianLeads to same numerial estimates as OLSBut an also use OLS without expliitly stating a Gaussian assumptionNeed to be areful in what results hold with and without normality!
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On expeted values and varianes
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Estimating dispersionA point estimate of σ2, the variane of the y -measurements, is obtainedwith s2 =

∑i (yi − (a + bxi ))2n − 2The predited value of y at a given x is often denoted by ŷ = a+ bx andtherefore s2 =

∑i(yi − ŷi )2n − 2Commonly σ̂2 is used in plae of s2.
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Correlation and explained variationReall the the orrelation oe��ient r is always between −1 and 1.Write SSE =
∑

(y−ŷ )2 (sum of squared errors, i.e. error after regression),and SSTOT =
∑

(y − ȳ)2 (total sum of squares, i.e. before regression)De�nition: The explained variation isR2 = 1− SSESSTOTNote: R2 = 1− ∑
(y − ŷ)2

∑
(y − ȳ)2 = . . . = r2
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Output from regression software
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Overview and voabulary
Voabulary:RegressionStandard errorRegression analysisLeast squares estimation...
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