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Purpose of matrix representation
It is easy to set up matri
es whi
h des
ribe the simple linear regression model. Solving this usingmatrix algebra gives an alternative representation of the estimators.
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Matrix form of simple linear regressiony ∈ Rn = ve
tor of measurementsX =







1 x1... ...1 xn 



the �X-matrix�min ∑

(yi − (α + βxi ))2 is equivalent to �nding
β =

(

α

β
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Predi
tion as linear proje
tion
Geographi
al representation of linear model.Basi
 model: y = Xβ + e where X is a matrix of dimensions n × p (here p = 2).Closest predi
tion of y within the model is via orthogonal proje
ts of y onto the plane spannedby the 
olumn ve
tors of X.Predi
ted values: ŷ.The proje
tion is in sp{X}, so it is a linear 
ombination of 
olumn ve
tors of X so we 
an writeŷ = Xβ̂for some ve
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Geometri
 solution to the simple linear regression problem
From linear algebra the matrix solution is known

β̂ = X′ . . .and also know β̂ =
∑

. . . α̂ = ŷ − β̂x̄whi
h must be the same solutions.LS estimation is therefore the same as �nding the proje
tion onto the
olumn ve
tors of X.
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Overview and vo
abulary
Vo
abulary:* . . .
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