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Introdution

The following slides will fous on inferene in SLR.

Expeted values, varianes and distribution of estimators in SLR

Con�dene intervals for β
0

and β
1

Hypothesis test for β
1

Predition interval for new measurements
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The linear regression model

Reall that if we have n paired measurements (x
1

, y
1

), . . . , (x
n

, y
n

), the
regression model an be written as

Y

i

= β
0

+ β
1

x

i

+ ε
i

.

β
0

is the true interept (population interept) that we do not know

the value of.

β
1

is the true slope (population slope)

ǫ
i

are the errors where ǫ ∼ n(0, σ2) and

σ̂2 =

∑

(y − ŷ)2

n − 2

β
0

and β
1

are therefore statistis, that we both want to estimate and

make inferene on.
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Expeted value of the slope estimator *

When assumption hold, the estimator for the slope is unbiased.

Notation: E [β̂
1

] = β
1

.
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Variane of the slope estimator *

The variane of the estimator an be

derived:

V

[

β̂
1

]

= . . . =
σ2

∑

(x − x̄)2

Given an estimate of the unknown

σ2

, this variane an also be esti-

mated.

Note: This result only depends on

the mean and variane struture of

Y

i

, not the p.d.f.

A proof based on simple rewrite is

not di�ult, but may be omitted.

Mean slope= 2.003 , variance= 0.089

Estimated slope
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Image is done with

set.seed(19)

x<-(2,3,1,0,4)

out<-NULL

for(i in 1:1000){

y<-1+2*x+rnorm(5)

out<-(out,oef(lm(y~x))[2℄)

}

mn<-round(mean(out),3)

vr<-round(var(out),3)

hist(out,main=paste("Simulated slopes. Mean slope=",mn,", variane=",vr),xlab="Estimated slope")
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Expeted value of the interept estimator *

The estimate of the interept is unbiased:

E [β̂
0

] = E

[

Ȳ − β̂
1

x̄

]

= E

[

Ȳ

]

− β
1

x̄

= (β
0

+ β
1

x̄)− β
1

x̄

= β
0

.

Note: This result only depends on the mean and variane struture of Y

i

,

not the p.d.f.
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Variane of interept estimator *

The variane of the estimator an be derived:

V

[

β̂
0

]

=

(

1

n

+
x̄

2

∑

n

i=1

(x
i

− x̄)2

)

σ2

Note: This result only depends on the mean and variane struture of Y

i

,

not the p.d.f.
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Marginal distribution of estimator of slope

Reall that

E [β̂
1

] = β
1

and

V

[

β̂
1

]

=
σ2

∑

(x − x̄)2

Under normality, the estimator also has a Gaussian (normal) distribution:

β̂
1

∼ n

(

β
1

,
σ2

∑

(x − x̄)2

)
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Marginal distribution of estimator of interept

Reall that

E [β̂
0

] = β
0

and

V

[

β̂
0

]

=

(

1

n

+
x̄

2

∑

n

i=1

(x
i

− x̄)2

)

σ2

Under normality, the estimator also has a Gaussian (normal) distribution:

β̂
0

∼ n

(

β
0

,

(

1

n

+
x̄

2

∑

n

i=1

(x
i

− x̄)2

)

σ2

)
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Estimating slope and interept auray

The standard error of the slope is:

σ̂2

β̂
1

=
σ̂2

∑

(x − x̄)2

and the standard error of the interept is:

σ̂2

β̂
0

=

(

1

n

+
x̄

2

∑

n

i=1

(x
i

− x̄)2

)

σ̂2

where

σ̂2 =

∑

(y − ŷ)2

n − 2
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Elements of inferene in simple linear regression

Basi inferene: Test hypotheses and generate on�dene intervals for

slope and interept.
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Testing hypotheses onerning the slope

Hypothesis test forβ
1

The null hypothesis is:

H

0

: β
1

= β
10

The test statisti is:

t =
b

1

− β
10

σ̂β̂
1

If the null hypothesis is true the test statisti follows the t distribution

with n-2 degrees of freedom or t ∼ t(n − 2).

Alternative hypothesis Rejet H

0

if:

H

1

: β
1

< β
10

t < −t

1−α

H

1

: β
1

> β
10

t > t

1−α

H

1

: β
1

6= β
10

t < −t

1−α/2 or t > tα/2
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Testing hypotheses onerning the slope

Hypothesis test forβ
0

The null hypothesis is:

H

0

: β
0

= β
00

The test statisti is:

t =
b

0

− β
00

σ̂β̂
0

If the null hypothesis is true the test statisti follows the t distribution

with n-2 degrees of freedom or t ∼ t(n − 2).

Alternative hypothesis Rejet H

0

if:

H

1

: β
0

< β
00

t < −t

1−α

H

1

: β
0

> β
00

t > t

1−α

H

1

: β
0

6= β
00

t < −t

1−α/2 or t > tα/2
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Con�dene interval for β
1

Con�dene interval for β
1

The lower bound of1− α on�dene interval for β
1

is:

b

1

− t

1−α/2,(n−2) · σ̂β̂
1

The upper bound of 1− α on�dene interval is:

b

1

+ t

1−α/2,(n−2) · σ̂β̂
1

where b

1

is alulated the same way as usual, n is the number of paired

measurements and t

1−α/2,(n−2) is found in the t-distribution table.
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Con�dene interval for β
0

Con�dene interval for β
0

The lower bound of a 1− α on�dene interval for β
0

is:

b

0

− t

1−α/2,(n−2) · σ̂β̂
0

The upper bound of 1− α on�dene interval is:

b

0

+ t

1−α/2,(n−2) · σ̂β̂
0

where b

0

is alulated the same way as usual, n is the number of paired

measurements and t

1−α/2,(n−2) is in the table for the t-distribution.

Anna Helga Jonsdottir and Gunnar Stefansson ()Inferene and predition in SLR September 22, 2012 15 / 1



Estimating a point on the regression line

Estimate mean response at x

h

:

Ê [Y
h

] = β̂
0

+ β̂
1

x

h

Then

E

[

Ê [Y
h

]
]

= β
0

+ β
1

x

h

Var [Ê [Y
h

]] = σ2

(

1

n

+
(x

h

− x̄)2
∑

(x
j

− x̄)2

)

We use s

2

y

h

to denote the numerial outome or

s

2

y

h

= σ̂2

(

1

n

+
(x

h

− x̄)2
∑

(x
j

− x̄)2

)
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Con�dene interval for a point on the regression line

Con�dene interval for a point on the regression line

The lower bound of1− α on�dene interval for Ŷ

h

is:

(b
0

+ b

1

x

0

)− t

1−α/2,(n−2) · sy
h

The upper bound of 1− α on�dene interval is:

(b
0

+ b

1

x

0

) + t

1−α/2,(n−2) · sy
h

where b

0

and b

1

are alulated the same way as usual, n is the number of

paired measurements and t

1−α/2,(n−2) is found in the t-distribution table.
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Prediting a new observation

We would like to predit a new observation Y

h

, at x

h

Use Ŷ

h

= β̂
0

+ β̂
1

x

h

The variane is:

V

[

Ŷ

h

− Y

h

]

= σ2

(

1+
1

n

+
(x

h

− x̄)2
∑

(x
j

− x̄)2

)

We use s

2

pred

to denote the numerial outome or:

s

2

pred

= σ̂2

(

1+
1

n

+
(x

h

− x̄)2
∑

(x
j

− x̄)2

)
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Predition interval for a new observation

Predition interval for a new observation

The lower bound of1− α predition interval for Ŷ

h

is:

(b
0

+ b

1

x

0

)− t

1−α/2,(n−2) · spred

The upper bound of 1− α predition interval is:

(b
0

+ b

1

x

0

) + t

1−α/2,(n−2) · spred

where b

0

and b

1

are alulated the same way as usual, n is the number of

paired measurements and t

1−α/2,(n−2) is found in the t-distribution table.
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