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Multiple linear regression problem

For y -observations, we want desriptive and preditive linear model of

several variables

y = β
1

x
1

+ β
2

x
2

+ . . .+ βpxp

or, rather yi = β
1

xi1 + β
2

xi2 + . . .+ βpxip + ei

Formulate with matries...

y = Xβ + e

Note that interept is impliit...

Statistial assumptions will be handled later!

Example: When a straight line is not an appropriate model for explaining the relationship

between pairs of measurements, (xi , yi ), it is possible to onsider a quadrati response funtion,

i.e. de�ne the model EYi = α+ βxi + γx2i , i = 1, . . . , n.

Example: Consider the data set (from Stefansson, Skuladottir and Petursson) of indies from

Ielandi waters. Here T=temperature, U=ath per unit e�ort of (adult) shrimp, I=index of

juvenile shrimp abundane, Y=ath of shrimp, B=biomass of apelin, G=measure of growth

of od from age 4 to 5, S=biomass of spawning od, J=biomass of juvenile (immature) od.

De�ning xi1 = 1, xi2 = xi , xi3 = x2
i
, this beomes a multiple linear regression model.

This example illustrates learly how the multiple linear regression model refers to linearity in

the unknown parameters, not in the independent variables.
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Geometri visualization of the multiple regression problem

Want β to give

minb
1

,...,bp

n
∑

i=1

(

yi − (b
1

xi1 + b
2

xi2 + . . .+ bpxip)
)

2

.

i.e. minimize

min
b∈R

n

||y− Xb||2

Subspae:

Xb b R

Want y , whih is losest to y.

The solution is in , so y X .

The original data vetor an now be written as the sum of two vetors: y y y y

X y X , whih will be shown to be orthogonal.
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Normal equations

Have

X

′
Xβ̂ = X

′
y
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The solution

Solution:

β̂ =
(

X

′
X

)−1

X

′
y

Predition:

ŷ = Xβ̂ = X

(

X

′
X

)−1

X

′
y.

Estimated residuals:

ê = y − ŷ = y − Xβ̂ =
(

I − X

(

X

′
X

)−1

X

T
)

y.

... When the matrix is of full rank!
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Sums of squares and norms

Sum of squared errors

SSE = ||ê||2 =
∑

i

(yi − ŷi )
2

.

Denote SSE by SSE (F ) or SSE (R) when omparing models.
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Projetion matries

Projeton, �hat�, matrix onto V = sp(X):

H = X(X′
X)−1

X

′

and onto V

⊥ = sp(X)⊥:

I− H = I− X(X′
X)−1

X

′
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