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Subspaces

In the model y = X3 + e, assume rank(X) = r where X is n x p and
r<p

Recall X3 is a project so y — X3 L X3 so that y — X3 € V+ = {v:ivl
sp(X)} and dim(Vt) = n—r.

If r = p, then:

& =y—XB=y—XXX)"'Xy

~—
nx1

= (1= X(X'X)7X)y = (I - H)y
and rank(l — H) = dim(Vt) =n—p

Assume rank(X) = r (X is n x p and usually p = r but r < p is common also).

The model y = X3 + e is estimated using the projection 3 = (X/X)*IX/y onto the subspace
sp(X). . . .

We havey — X3 L XBsvoy —XB € VL ={v:vLsp(X)}and dim(VL)=n—r.
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A basis for the span of X

Orthonormal basis, {us,...,u,} for R™

Using Gram-Schmidt, first generate uj,...,u, which span sp{X}, with
rank{X} = r and the rest, u,11,...,u, are chosen so that the entire set,
ui,...,u, spans R".

A

X8 = é\lul"‘"'é\rur
y = Clul"‘u'grur‘i‘gr—i-lur—f—l+---+Cnun
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Q-R decomposition

Q= [ulfuz ..... u,,]
is the Q in the Q-R decomposition of X = QR
If o A

Z= (CI?C%' 7Cn>
then

z=Qly
and hence
Elz] = QX8

Vz] = Qo?1Q =
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Variances of coefficients

For each i we obtain
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Expected values of coefficients

For i=r+1,...,n we obtain
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Sums of squares and norms

SSE(F)=1lly=XBI? = > &
i=p+1

Each f,- is a coordinate in an orthonormal basis, f,- =y-u;. When y; are independent Gaussian

random variables, ¢; also become independent. As a result, the sum of squares is related to a

o2 - x2-distribution in a natural way.
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Normality and independence of coeffients

Note that (; are linear combinations of the various yj since Gi=uj-y.

When the y; are independent Gaussian random variables, {; have zero

covariance and are thus also independent.

Each f,- is a coordinate in an orthonormal basis, f; =y -u;. When Y; are independent Gaussian
random variables, f,- also become independent. As a result, the sums of squares are related to
o2 - x2-distributions in a natural way.
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Degrees of freedom

SSE(F)has n — r degrees of freedom.
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