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Linear hypotheses in multiple regression

Null hypotheses, matri
es and geometry

The null hypothesis, Hi : β = 0 in simple linear regression is a question of

whether we 
an drop the variable x in E [yi ] = α + βxi , i.e. whether we


an drop a 
olumn simplify X to

Z =






1

.

.

.

1




 .

or is the proje
tion of y onto span(Z) is �too mu
h� farther away from y

than the proje
tion onto span(X).
General null hypotheses are almost always 
on
erned with how one 
an

�redu
e� or simplify the model, in this 
ase usually whether one 
an redu
e

the number of 
olumns in X or by some other means redu
e the number

of 
oe�
ients in the model.
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Linear hypotheses in multiple regression

Null hypothesis as matri
es

Have X

︸︷︷︸

n×p

and Z

︸︷︷︸

n×q

s.t. span(Z) ⊆ span(X).

Can estimate models

y = Xβ + e

1

y = Zγ + e

2

Will derive test for

H
0

: Xβ = Zγ
In simple linear regression, yi = α+ βxi + ei , the most 
ommon test is for β = 0.
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Linear hypotheses in multiple regression

Geometri
 
omparisons of models

Figure: Testing linear hypotheses in linear models 
orresponds to proje
ting onto subspa
es.

Relationships between sums of squares in two linear models is best viewed geometri
ally. Start-

ing with a base model as before, y = Xβ+ e, there is a need to investigate whether this model


an be simpli�ed in some manner.

A simpler model 
an be denoted by y = Zγ + e where Z is a matrix, typi
ally with fewer


olumns than X, and the 
olumn ve
tors of Z span a subspa
e of that spanned by X.

Example:

A typi
al hypothesis test would be to start with a basi
 (full) model of the form yi = α+βxi+ei ,

wanting to test the null hypothesis H
0

: β = 0.

De�ne the matrix

X

1

1

1

2

1

3

1

(1)

so the model in matrix notation be
omes y X e.

The null hypothesis 
an be written as y Z e, where

Z

1

1

1

1

(2)
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Bases for the span of X

Orthonormal basis, {u
1

, . . . , un} for R

n
:

Using Gram-S
hmidt, �rst generate u

1

, . . . , uq whi
h span sp{Z}, the

next ve
tors, uq+1

, . . . , ur are 
hosen so that u

1

, . . . , ur span sp{X}, with
rank{X} = r , and the rest, ur+1

, . . . , un are 
hosen so that the entire set,

u

1

, . . . , un spans R

n
.

Zγ̂ = ζ̂
1

u

1

+ . . . ζ̂quq

Xβ̂ = ζ̂
1

u

1

+ . . . ζ̂quq + ζ̂q+1

uq+1

+ . . . ζ̂rur

y = ζ̂
1

u

1

+ . . . ζ̂quq + ζ̂q+1

uq+1

+ . . . ζ̂rur + ζ̂r+1

ur+1

+ . . . ζ̂nun
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Linear hypotheses in multiple regression

Expe
ted values of 
oe�
ients

For i = r + 1, . . . , n we obtain

E
[

ζ̂i

]

= 0

If H
0

: Xβ = Zγ is true then for i = q + 1, . . . , r we obtain

E
[

ζ̂i

]

= ui · (Zγ) = 0
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Linear hypotheses in multiple regression

Sums of squares and norms

SSE (F ) = ||y − Xβ̂||2 =
n∑

i=r+1

ζ̂2i

SSE (F )− SSE (R) = ||Zγ̂ − Xβ̂||2 =

r∑

i=q+1

ζ̂2i

SSE (R) = ||y − Zγ̂||2 =

n∑

i=q+1

ζ̂2i

Ea
h ζ̂i is a 
oordinate in an orthonormal basis, ζ̂i = y ·ui . When Yi are independent Gaussian

random variables, ζ̂i also be
ome independent. As a result, the sums of squares are related to

σ2 · χ2

-distributions in a natural way.
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Some probability distributions

Matri
es, X, Z with rank(Z) = q < r = rank(X)
and sp(Z) ⊆ sp(X) ( Z may be n × q and X n × p w/p = r ).

H
0

: E [Y] = Zγ is a redu
tion of E [Y] = Xβ.

If F = full model and R = redu
ed then

1) y − Xβ̂ ⊥ Xβ̂ − Zγ̂

2) ||y − Xβ̂||2 and ||Xβ̂ − Zγ̂||2 are independent

3)

||y−Xβ̂||2

σ2
∼ χ2

n−r if the model is 
orre
t

4)

||Xβ̂−Zγ̂||2

σ2
∼ χ2

r−q if H
0

is 
orre
t.

3)

||y−Xβ̂||2

σ2
∼ χ2

n−p if the model is 
orre
t

4)

||Xβ̂−Zγ̂||2

σ2
∼ χ2

p−q if H
0

is 
orre
t.

5) SSE(F ) = ||y − Xβ̂||2

and

SSE(R) − SSE(F ) = ||Xβ̂ − Zγ̂||2

are independent.

6)

(SSE (R)−SSE (F ))/(p−q)
SSE (F )/(n−p)

∼ Fp−q,n−p

Here Fν
1

,ν
2

is the distribution of a ratio

F =
U/ν

1

V /ν
2

of independent χ2

-random variables, U ∼ χ2

ν
1

, and V ∼ χ2

ν
2

.

5 X

2

and

5 X Z

2

are independent.

6) where

1 2

is the distribution of a ratio

1

2

of

indep.

2

-random vbls,

2

1

, and

2

2

.
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General F-tests in linear models

In general one 
an 
ompute the sum of squares from the full model, SSE(F ) as above and

then 
ompute the sum of squared deviations from the redu
ed model, SSE(R) = ||y− Zγ̂||2.
Denote the 
orresponding degrees of freedom by df (F ) and df (R), and assume that both

matri
es Z and X have full ranks, i.e. rank(X) = r og rank(Z) = q.

Then df (F ) = n − r and df (R) = n − q.

The null hypothesis 
an then be tested by noting that

F =
(SSE(R) − SSE(F ))/(r − q)

SSE(F )/(n − r)

is a realisation of a random variable from an F-distribution with r − q and n − r degrees of

freedom under H
0

.

Gunnar Stefansson Linear hypotheses in multiple regression September 5, 2022 9 / 9



Linear hypotheses in multiple regression

Referen
es Neter, J., Kutner, M. H., Na
htsheim, C. J. and Wasserman,

W. 1996. Applied linear statisti
al models. M
Graw-Hill, Boston. 1408pp.

Copyright 2021, Gunnar Stefansson

This work is li
ensed under the Creative Commons Attribution-ShareAlike

Li
ense. To view a 
opy of this li
ense, visit

http://
reative
ommons.org/li
enses/by-sa/1.0/ or send a letter to

Creative Commons, 559 Nathan Abbott Way, Stanford, California 94305,

USA.

Gunnar Stefansson Linear hypotheses in multiple regression September 5, 2022 9 / 9


	Linear hypotheses in multiple regression

